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A B S T R A C T   

This study aimed to develop an adaptive artificial neural network model (AAM) for the prediction of the rack 
inlet temperature and cooling system energy, and the optimal control algorithm for cooling system of a 
containment-type data center. A cyber-physical system (CPS) framework, that incorporated the AAM and control 
algorithm, was also proposed for the precise control of the data center cooling system. To develop the AAM 
model and control algorithm, mathematical modeling of a reference physical model was conducted, and training 
data were acquired from this model. The performance of the proposed AAM and control algorithm was then 
compared with that of a non-adaptive ANN model (NAAM) in terms of prediction accuracy and control stability. 
The analysis results indicated that the optimal control algorithm with the AAM exhibited superior prediction 
accuracy and control stability than the algorithm with the NAAM. In particular, for the AAM-based algorithm 
under conditions representing a novel data center environment, the root mean square error (RMSE) and coef-
ficient of variation of the RMSE (CV(RMSE)) for the predicted and actual values were 0.22 ◦C and 1.02%, 
respectively, for the inlet rack temperature and 0.19 kW and 0.76% for the cooling system energy. The control 
was also stable, with an MAE of 0.08 ◦C and a maximum error of 1.17 ◦C. Based on this analysis, a CPS-based 
control strategy incorporating an ANN-based optimal control algorithm is expected to be an effective energy 
efficiency solution for existing data center without changing IT equipment or cooling systems.   

1. Introduction 

1.1. Background 

Data-based industries, such as artificial intelligence, autonomous 
driving, and cloud services, require high-capacity storage devices and 
high-performance computing systems. In 2020, 97% of the world’s data 
went through data centers and, with an average annual data growth of 
40%, the demand for data centers is expected to continue to increase [1]. 
In 2019, data centers consumed 200 TWh of energy [2], accounting for 
about 1% of global energy consumption and 0.3% of carbon dioxide 
emissions [2,3], and this energy consumption has doubled every four 
years over the past decade [4]. As such, it is predicted that about 321 
TWh of energy will be used by data centers in 2020 [5]. Given this rapid 
rise in energy consumption, it is important to improve the energy effi-
ciency of data centers to prevent even more rapid increases. Therefore, 
efforts to reduce data center energy consumption are essential. 

Data centers use energy for various purposes, including their cooling 
systems, information technology (IT) equipment, and power equipment. 

Cooling systems and IT equipment consume the largest proportion of 
energy at data centers (50% and 26%, respectively) [6,7]. The energy 
efficiency of a data center can be monitored via its power usage effec-
tiveness (PUE), which is the ratio of its overall energy consumption to 
that of the IT equipment. The closer the PUE is to 1, the higher is the data 
center efficiency. Thus, to achieve a low PUE, energy savings in the 
cooling system are essential. To reduce the cooling system energy, 
various state-of-the-art technologies are being applied to newly con-
structed data centers. However, increasing the energy efficiency of 
existing data centers is difficult because data center characteristics are 
difficult to remodel. Therefore, a simple and highly applicable energy 
saving method that requires minimal hardware changes is needed. 

1.2. Related studies 

1.2.1. Energy saving methods 
Various strategies have been proposed to reduce the energy con-

sumption of data center cooling systems, and they can generally be 
divided into hardware or software approaches. Hardware-based strate-
gies include the efficient arrangement of IT equipment and cooling 
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systems [8,9], use of containment systems [10–12], introduction of 
high-efficiency IT equipment and cooling systems [4,13–16], improve-
ment of airflow distribution systems [17–19], and outdoor air utilization 
using economizer mode [20–22]. Software-based approaches include 
efficient IT resource distribution [23–25], IT resource and cooling sys-
tem scheduling [26–28], and optimal system control [29–31]. Both 
types of strategies effectively conserve energy. However, 
hardware-based strategies can only be applied to new or remodeled data 
centers, and once IT equipment is installed, it is difficult to change its 
location. Additionally, since the coefficient of performance (COP) of a 
cooling system varies according to the surrounding climate and operates 
within a specified cooling capacity, a software-based approach is 
required for optimal operation. 

1.2.2. Conventional control methods 
Software-based approaches generally focus on the optimal operation 

of installed systems. ON/OFF and PID control are commonly employed 
for controlling cooling systems [32], but these methods are designed to 
correct the temperature based on the feedback process when it deviates 
from the setpoint temperature. Consequently, fluctuations of about 
1–2 ◦C occur [33] because the deadband establishes upper and lower 
boundaries of ±1 ◦C at the setpoint temperature for the ON/OFF system 
and the controller operates in proportion to the generated error for PID 
control. Fluctuations exceeding the recommended ranges, such as 
18–27 ◦C from American Society of Heating, Refrigerating and 
Air-conditioning Engineers (ASHRAE) Technical Committee 9.9 class A1 
[34], can increase server failure rates. 

1.2.3. Model predictive control and predictive models 
The abovementioned problems can be prevented using model pre-

dictive control (MPC) [2]. MPC is used to predict future conditions by 
sampling data at set intervals, causing the establishment of optimal 
control methods through the optimization processes. Optimal control 
minimizes the fluctuations and enables stable control. Several studies 
have proven that MPC is superior to existing ON/OFF, PI, and PID 
control in terms of minimizing the energy consumption and enabling 
stable control [35–37]. The most important part in developing MPC is 
the predictive model because MPC performs optimal control based on 
the prediction results. Thus, many studies have been conducted to 
develop accurate predictive models for data centers. 

Parolini et al. [39] conducted mathematical modeling of a data 
center. The computational and thermal networks were modeled 

separately, and the energy consumption of the cooling system was 
defined as a function of the inlet and outlet of the computer room air 
conditioner (CRAC). It was assumed that the cooling tower was 
composed of nodes of CRACs. MPC simulations were conducted at the 
data-center level. As a result, MPC exhibited superior PUE compared to 
non-MPC approaches. Ogura et al. [40] also conducted mathematical 
modeling in which the server outlet temperature was defined using the 
server inlet temperature, server heat generation, and server energy 
consumption as independent variables, while COP regression was used 
for the cooling system. They subsequently reported that MPC minimized 
the energy consumption by optimizing server resource allocation. 

Computational fluid dynamics (CFD) modeling has also been 
employed to provide more accurate airflow and heat distribution anal-
ysis. Marchall and Bemis [41] presented a CFD-based data center 
modeling method. The modeling of CRACs, fans, UPS, and raised floors 
was achieved using numerical methods, and summarized the factors that 
need to be considered in the modeling process. Additionally, Gao et al. 
[42] demonstrated the superiority of cold aisle containment by con-
ducting airflow analysis using CFD modeling, while Watson and Ven-
kiteswaran [43] used CFD simulations to demonstrate that a 
water-cooling system possesses a superior cooling capacity compared 
to that of an air-cooling system. 

Both mathematical and CFD models presented high accuracy for the 
target model. However, although mathematical models operating within 
MPC can effectively reduce the energy consumption, considering all the 
relevant variables during modeling is difficult. An approximative model 
including mathematical modeling can be used to simulate the heat ex-
change process or energy consumption of a target data center, but it 
cannot easily reflect system aging and changes to the data center envi-
ronment. Till date, CFD models have mainly focused on airflow analysis, 
heat exchange process analysis, and simulations of various environ-
ments rather than MPC or real-time control. This may be due to the 
fundamental characteristics of CFD modeling, which heavily depends on 
the boundary conditions that are input into the model; the results vary 
according to the size of the mesh and the calculation. Moreover, 
objectively assessing a model’s accuracy is difficult because no criteria 
exist for comparing accuracy unless actual environmental data are 
provided and modifying the model using feedback is challenging when 
applying real-time control. Additionally, the more complex the model, 
the slower is its operation for iterative optimization; in other words, for 
real-time applications, high-performance computers are required [44]. 

Data-driven methods can overcome these disadvantages and allow 

Nomenclature 

A area (m2) 
C heat capacity (kcal/hr◦C) 
Capacity capacity of the chiller (kW) 
COP coefficient of performance 
cp specific heat at constant pressure (kcal/kg◦C) 
ε effectiveness of heat exchanger 
m flow rate of heat transfer medium (kg/hr) 
NTU number of transfer units 
P electricity energy usage (kW) 
PLR partial load ratio 
Q heat transfer rate (kcal/hr) 
T temperature (◦C) 
U coefficient of over-all heat transmission (kcal/mhr◦C) 
y output value of input data 
ŷ output of predictive model 
y average of output 

Superscripts 
i, k index of number 

Subscripts 
air air as heat transfer medium 
CW indication of chilled water 
CRAH indication of computer room air handler 
HAC hot aisle containment 
IT indication of IT equipment 
in inlet 
max maximum 
min minimum 
n index of number 
(n) present timestep 
(n-1) past timestep 
out outlet 
pred predicted value 
rack indication of rack 
set setpoint 
tran actual transferred heat  
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for relatively easy modeling. In this approach, specialized knowledge is 
not required because the correlations between the input and output are 
determined based on simulations and field data. To date, data-driven 
models have primarily employed statistical analysis and machine 
learning [45]. For example, Lei and Masanet [46] performed 
thermodynamic-based PUE modeling using statistical analysis to predict 
the PUE of hyper-scale data centers, while Saiyad et al. [44] predicted 
server inlet and outlet temperatures using an artificial neural network 
(ANN), with a prediction accuracy in terms of the mean squared error 
(MSE) of 0.58 at the rack level. Song et al. [47] also developed a model 
to predict the average airflow rates and the temperature discharged from 
tiles using an ANN. By applying this model to a genetic algorithm (GA), 
optimal control variables were derived by inversely predicting the 
operating conditions to satisfy a specific output variable. Athavale et al. 
[45] developed four machine learning models, ANN, Support vector 
regression, Gaussian process regression, and Property organization, to 
predict the rack inlet air temperature, and CFD simulations were con-
ducted to compare the prediction performance. Asgari et al. [48] 
developed a gray-box model comprising an ANN that predicts the 
pressure to reflect the thermodynamic principles or system’s operating 
state. Most of these studies adopted ANN models because they afford 
strong predictive performances for nonlinear relationships and the in-
puts and outputs can be freely configured. 

Although previous studies have proven the superiority of data-driven 
models, they exhibit performance difficulties when extended to sites 
differing from the target building or when the performance changes due 
to system aging [31]. To solve this problem, model calibration and 
optimization processes are required, which increases maintenance costs 
and can cause a lack of control stability if model calibration is not 
regularly conducted. Adaptation and self-tuning technologies allow the 

prediction models to adapt to environmental changes by modifying the 
hyperparameters affecting the performance of the prediction model 
based on the difference between the predicted and actual values (i.e., the 
error). The development of MPC with adaptation has been investigated 
in various fields [49–52], but few studies have focused on the control of 
data centers [31]. 

1.3. Objectives 

According to the previous research analysis, three main issues were 
derived to be solved: (1) A simple but accurate predictive model is 
required for model predictive control. (2) For the applicability and 
scalability of MPC, the predictive model must be able to adapt to the 
applied system. (3) In order to provide a stable thermal environment to 
the data center, an advanced platform for operating MPC is required. 

Therefore, the purpose of this study is to develop an adaptive ANN 
predictive model (AAM) and an optimal control algorithm for the data 
center cooling system as well as proposing an advanced operation 
platform based on the cyber-physical system (CPS). The AAM model 
predicts the rack inlet temperature and the cooling system energy usage 
of the applied data center and is then included in the optimal control 
algorithm with a real-time training function that allows it to adapt to the 
environment. The application of the AAM and optimal control algorithm 
at the containment level in a data center can reduce the additional 
processes required for local optimization by removing individual cali-
bration processes and can conserve energy by efficiently utilizing re-
sources at the global level, such as chillers and cooling towers. 
Furthermore, if scalability is possible by diversifying the input data, 
optimal control can be achieved even when applied to various heat 
source systems. 

Fig. 1. Study method.  
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2. Methodology 

2.1. Research method 

Fig. 1 summarizes the study method. In Step 1, a base model was 
developed through mathematical modeling to represent an actual 
containment data center. The base model was utilized for data acquisi-
tion and evaluating the performance of AAM and the optimal control 
algorithm. Step 2 describes the development processes of the CPS 
framework, AAM, and optimal algorithms. Two predictive models were 
developed that predict the cold aisle temperature and cooling system 
energy. Additionally, two optimal algorithms were developed to repre-
sent non-adaptive ANN model (NAAM) and AAM. NAAM was intro-
duced to compare the adaptive performance of the two algorithms. In 
Step 3, the performance of the predictive model and algorithm was 
evaluated. The prediction accuracy and control performance of NAAM 
and AAM were compared by conducting simulations for five cases rep-
resenting changes in the data center environment. The entire process, 
including development and performance evaluation, was performed in 
Python. 

2.2. Description and modeling of the physical system 

Figs. 2 and 3 present a schematic diagram and images, respectively, 
of the containment-type data center that is used as a testbed in the 
present study. Both the cold aisle containment (CAC) and hot aisle 

containment (HAC) are blocked by the containment system sharing CAC 
in the center. Each row comprises racks and computer room air handers 
(CRAHs), which are placed between the racks in an in-row arrangement. 
Racks are arranged with up to 18 EA and three CRAHs per row. 

A CRAH discharges cold air from each row to the CAC system. The 
cold air is drawn in through the front of the rack to cool the server and 
expelled to the back of the rack. The discharged air is returned to the 
CRAH, cooled by a cooling coil, and discharged back to the CAC system. 
The temperature of the air supplied by the CRAH is controlled by the 
flow rate of the chilled water in the cooling coil, with the chilled water 
transferring heat to the evaporator in the water-cooled chiller. An 
inverter compressor in the water-cooled chiller responds to partial loads 
so that chilled water is provided at a constant temperature. 

Mathematical modeling was conducted based on the specification 
tables for the equipment installed in the physical model and a few 
associated assumptions. The main assumptions are as follows: (1) the 
input power to the IT equipment can be converted to the amount of the 
heat generated and (2) the air in the CAC and HAC is assumed to be well- 
mixed. These assumptions facilitate the calculations without compro-
mising the reliability of the mathematical model. For accurate modeling 
of the thermal environment, the mathematical model consisted of three 
main sections: air–server heat exchange in the rack, air–water heat ex-
change in the cooling coil, and the energy consumption of fans, pumps, 
and chillers. 

The air–server heat exchange section of the model assumed that the 
air removed the entire load generated by the server. In the actual 

Fig. 2. Reference model of a containment-type data center.  

Fig. 3. Images of the containment system, CRAH, and water-cooled chiller in the reference containment data center.  
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physical model, differential pressure control was used to maintain the 
CAC at a higher pressure than the HAC, and the amount of air discharged 
from the CRAH was determined based on this. However, in the present 
study, it was assumed that the flow rate of the discharged air was equal 
to that of the returned air. The delta temperature between the CAC and 
HAC systems was set at 6 ◦C based on the average of the measured data. 
Due to these assumptions, the airflow was proportional to the generated 
IT load and was controlled to maintain the delta temperature between 
the CAC and HAC systems at 6 ◦C. Equations (1) and (2) describe this 
relationship: 

Qrack =Qrack,air =mrack,air∙cp,air∙
(
Track,out − Track,in

)
(1)  

mrack,air =Qrack
/{

cp,air∙
(
Track,out − Track,in

)}
(2)  

where Qrack [kcal/hr] is the load generated by a rack, Qrack,air is the load 
in the air leaving the rack, mrack,air and cp,air are the airflow rate of each 
rack [kg/hr] and the specific heat of air [kcal/kg∙◦C], respectively, and 
Track,out and Track,in [◦C] are the outlet and inlet air temperature, 
respectively, of the rack. 

CRAHs in each row must supply 50% of the CAC airflow rate to 
maintain the pressure between HAC and CAC. Therefore, the airflow 
rate of the returning CRAH air is calculated as a third of the total airflow 
for the HAC systems, as defined in Equation (3): 

mi
CRAH =

1
3

mHAC =
1
3
∑n

k=1
mk

rack (3)  

where mk
rack [kg/hr] is the airflow rate for the kth rack, mHAC [kg/hr] is 

the airflow rate for the HAC systems, mi
CRAH [kg/hr] is the airflow rate 

for the ith CRAH, and n is number of racks in each row. 
The water–air heat exchange process in the cooling coil was modeled 

based on the effectiveness− number of transfer units (ε-NTU) method 
[54], which includes information on the heat transfer rate and heat 
exchange area of the heat exchanger, which is U∙A = 630 kcal/h∙◦C 
according to the on-site system capacity. Here, effectiveness refers to the 
heat exchange efficiency and is defined as the heat capacity of the NTU 
and heat transfer medium. The mathematical relationship between 
effectiveness and the NTU is defined as follows in Equations (4)–(6): 

C=
Cmin

Cmax
(4)  

NTU =
U∙A
Cmin

(5)  

ε= 1 − exp[ − NTU∙(1 + C)]

1 − C∙exp[ − NTU∙(1 − C)]
(6)  

where Cmin and Cmax are the heat capacity of air and chilled water, 
respectively, C is the heat capacity ratio between Cmin and Cmax, NTU is 
the number of transfer units, U [kcal/hr∙m2∙◦C] is the heat transfer 
coefficient of the cooling coil, A [m2] is the heat transfer area of the 
cooling coil, and ε is the effectiveness of the heat exchanger. In the heat 
exchanger, the actual heat transfer rate is equal to the maximum heat 
transfer rate multiplied by the effectiveness. Using the actual heat 
transfer rate, the air outlet temperature and the chilled water outlet 
temperature can be calculated as a result of the heat exchange, and these 
are substituted into the CRAH supply air temperature and chilled water 
return temperature in the subsequent time step in the simulation. This 
process can be summarized as Equations (7)–(10): 

Qmax =Cmin∙
(
Track,out − TCW,out

)
(7)  

Qtran = ε∙Qmax = ε∙Cmin∙
(
Track,out − TCW,out

)
(8)  

Track,in = Track,out −
Qtran

Cmin
(9)  

TCW,out = TCW,in −
Qtran

Cmax
(10)  

where Qmax [kcal/hr] is the maximum heat transfer rate, Qtran [kcal/hr] 
is the actual heat transfer rate, and TCW,in and TCW,out [◦C] are the inlet 
and outlet chilled water temperature, respectively. 

The energy-consuming elements in this cooling system are the CRAH 
fans, circulating pumps, and chillers. Each CRAH has four fans, and one 
pump and one chiller are installed per row. The energy consumption of 
each component is calculated using a regression equation. The part load 
ratio (PLR) for the fans is taken from ASHRAE Standard 90.1 Appendix 
G, and the energy consumption regression equation for the pump was 
calculated according to the chilled water mass flow rate based on the 
information from the product datasheet. The energy consumption of the 
chiller was calculated by referring to the energy input ratio graph for the 
PLR [55]. The regression equation for each element is defined in 
Equations (11)–(13): 

Fig. 4. Validation results for the base and physical models.  
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Pfan = 0.51∙
(
0.0013+ 0.1470∙PLRfan + 0.9506∙PLR2

fan − 0.0998∙PLR3
fan

)

(11)  

Ppump = 0.15∙mCW + 3 (12)  

Pchiller =
Capacity

COP
∙
(
0.8531∙PLR2

chiller − 0.1659∙PLRchiller + 0.3057
)

(13)  

where Pfan [kW] is the power of the fan, PLRfan is the PLR of the fan, Ppump 
is the power of the pump, mCW is the mass flow rate of chilled water [kg/ 
hr], Pchiller [kW] is the power of the chiller, Capacity is the capacity of the 
chiller [kW], COP is the coefficient of performance, and PLRchiller is the 
PLR of the chiller. PLRfan is defined as the ratio of the current airflow rate 
to the maximum airflow rate, and PLRchiller is defined as the ratio of the 
capacity to the amount of heat removed from the returned chilled water. 

To validate the base model, experimental data were acquired from 
the referenced physical model in Daejeon, South Korea, with the 
containment system located in the data center building. The computer 
room holding the containment system is maintained at a constant tem-
perature throughout the year and operates without interruption. A 
scenario-based experiment was performed to determine the suitability 
and stability of the containment cooling system. Three CRAHs were 
operated with an IT load of 72 kW, and the initial CAC temperature was 
30.12 ◦C. Chilled water at 8.5 ◦C was constantly supplied from the 
chiller at 9400–9900 kg/h, and the temperature of the returned chilled 
water was 12.7 ◦C. The temperature convergence point for the CAC 
under these conditions was identified, and experimental data were ob-
tained when the CAC temperature was maintained at a steady state. 

The base model was run under the same environmental conditions as 
those for the experiments conducted in the referenced physical model; a 
50-min simulation was conducted. The CAC temperature convergence 
processes for the experimental data and simulation results were 
compared (Fig. 4). A maximum error of 1.06 ◦C occurred after 12 min, 
which is the transient response period; then, the error reached <0.5 ◦C 
after 16 min, and both models attained nearly 23.5 ◦C after 20 min. The 
mean absolute error (MAE) for all data was 0.26 ◦C, representing a 
relatively low error, even when accounting for the transient response 
period. Therefore, the base model was highly similar to the referenced 
physical model and the heat exchange environment could be simulated 
in a stable manner. 

2.3. CPS framework 

The technical problems associated with the practical application of 
MPC in the field can be solved by applying cyber–physical systems 

(CPSs), which have recently attracted attention as a method for over-
coming the problems associated with high-performance computing re-
sources and network deployment. A CPS is a holistic communication 
network comprising either hardware or software components for facil-
itating information exchange (e.g., sensors, actuators, and energy con-
sumption) between the cyber and physical systems [38]. Data storage 
and computation are handled by a server affording a large storage ca-
pacity and high computational speeds. Thus, the prediction accuracy 
and control stability of the cyber system are further emphasized. 

Real-time data transmission and high-performance computing re-
sources available in a CPS allow for rapid data processing and learning 
times in the real-time training of an AAM. This enables AI-based control, 
which is difficult to achieve with existing control boards due to per-
formance limitations, such as insufficient memory and slow operating 
speeds. Moreover, real-time training facilitates rapid adaptation to a 
target environment. These technical advantages can be realized by 
installing a minimum of IT equipment and sensors without changing the 
existing servers and cooling system. Despite the data center character-
istics that are difficult to remodel, the energy efficiency can be improved 
by maximizing the utilization of the provided resources by applying 
CPS. 

Various types of CPS framework have been presented, but few cases 
have been applied to the control of data center cooling systems. In this 
section, based on the distributed framework system (DFS) method pro-
posed by Villalonga et al. [53], a CPS framework suitable for contain-
ment data centers is proposed. The DFS method comprising global and 
local layers allows the application of CPS to hierarchical systems, such as 
the cooling system of a data center. Fig. 5 presents the CPS framework. 
The global layer is applied at the data center level, increasing the energy 
efficiency of the entire data center via schedule optimization, facility 
management (e.g., cooling towers), and server provisioning. The local 
layers are applied to individual containers as nodes, which acquire data 
from the sensors installed within each containment system and imme-
diately transmit them to the AAM. The AAM predicts the future rack 
inlet temperature based on the transmitted data, and the predicted result 
is used to derive the optimal mass flow rate of the chilled water. 
Moreover, the acquired data are transmitted to the global layer and used 
for global decision making. 

2.4. Development of the AAM 

An ANN is a supervised machine learning tool that consists of neu-
rons or nodes that mimic human brain neurons and is employed to learn 
the relationship between given input and output data [56]. In general, 
an ANN consists of an input layer, hidden layers, and output layer. The 

Fig. 5. Conceptual diagram of data center CPS.  
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input and output layers each contain the same number of neurons as the 
number of input and output variables, while the hidden layers have an 
arbitrary number of layers and neurons. Each neuron multiplies the 
input value by a particular weight and produces an output value through 
an applied activation function. This output is then fed to the next layer as 
an input. This relationship is defined in Equation (14). 

y= f

(
∑n

i=1
wixi + b

)

(14)  

where xi is the input data at the node, ωi and b are the weight and bias 
allocated to the neuron, respectively, f is the activation function that is 
adjusted to the neurons, and y is the output value. The present study 
employed the Rectified Linear Unit (ReLU) as the activation function. 
The ReLU is commonly used in ANNs because it offers fast learning, low 
computational costs, and simple implementation. If the operation value 
of the neuron is ≤ 0, 0 is used as the output, and if it is > 0, the output 
value is calculated using a straight line with a slope of 1. 

The Levenberg–Marquardt (LM) algorithm was used for ANN 
training. The backpropagation-based LM algorithm minimizes the cost 
by modifying the weights of the neurons based on iterative learning. If 
the error between the cost and the target value is large, the solution can 

be obtained using the gradient descent method, and if the error is small, 
the solution converges to the minimum cost using the Gauss–Newton 
method. In this case, the cost function represents the error function 
between the predicted value of the input data and the answer. In this 
study, the MSE was set as the cost function: 

MSE =
1
n
∙
∑n

i=1
(yi − ŷi)

2 (15)  

Where n is number of data, yi and ŷi are the output and predicted value, 
respectively, of the ith training epoch. 

To ensure the accuracy of the predictions, it is important to use input 
data that is highly correlated with the target output. Reducing the 
dimensionality of the input data is also essential for real-time prediction 
and training because computational speeds must be considered [47]. In 
the present study, two versions of the AAM were developed to predict 
either the rack inlet temperature or the cooling system energy based on 
the same input variables. The predicted rack inlet temperature can be 
directly used by the control system, while the predicted cooling system 
energy assists in decision-making regarding the optimal chilled water 
mass flow rate derived from the control algorithm. Therefore, environ-
mental and system variables directly related to the rack inlet tempera-
ture and cooling system energy were employed as input variables for the 
AAM which are able to be obtained during the real-time operations. 

Variable selection was based on Equations (1)–(10). The rack inlet 
temperature was determined by Track,out , Qtran, and Cmin. Here, Qtran was 
determined by ε and Qmax. Because TCW,out was constant at 8.5 ◦C, Qtran is 
greatly affected by ε, which is a function of NTU and C. Because these 
values are determined by Cmin and Cmax, the airflow rate and chilled 
water mass flow rate have a fundamental effect on the rack inlet 

Table 1 
Variable range for data generation.  

Variable Range Interval Scale Unit 

PIT  50–80 5 [kW] 
Track,out  24–33 1 [◦C] 
mCW  500–40,000 500 [kg/hr]  

Fig. 6. Optimal control algorithms for the NAAM and the AAM.  
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temperature. For the CRAH fans, the PLR was calculated based on the 
change in the airflow rate caused by the change in the IT load (PIT), and 
the pump power was calculated according to mCW, meaning that it 
shares the same variable used to calculate the rack inlet temperature. 
BecausemCW, TCW,out, and TCW,in determine the chiller PLR, Track,out, PIT, 
mCW, and TCW,in were used as the input data. 

The dataset for ANN training was generated using the base model. To 
generate the data, one of PIT, Track,out , and mCW was varied following a set 
scale and the other two variables were fixed. As a result, 5600 data 
points were acquired. Table 1 shows the control range for each variable. 
The acquired data were pre-processed using the min–max normalization 
method and split into training data (60%), validation data (10%), and 
test data (10%) for ANN learning. 

ANN learning requires initial hyperparameters, such as the number 
of hidden layers and neurons and the learning rate, to be set in advance, 
but no specific guidelines exist for this. Therefore, herein, the optimal 
combination of hyperparameters was determined by applying Bayesian 
optimization during the ANN learning stage. The Bayesian optimization 
includes a surrogate model and an acquisition function. The surrogate 
model performs a probabilistic estimation of the objective function in a 
black-box manner based on the processed data, and a Gaussian process is 
used as the probabilistic model. Thereafter, the acquisition function 
recommends the subsequent combination of input values based on the 
objective function from the surrogate model, while the optimizer 
searches for the optimal hyperparameter combination by repeating this 
process. The search range for the hidden layers, nodes, and learning rate 
was set as 1–5, 1–32, and 1e-2, 1e-3, or 1e-4, respectively. 

2.5. Optimal control algorithm 

The optimal control algorithm was applied to the individual 
containment systems at the local layer level. The algorithm included the 
AAM and optimization process and controlled the CAC temperature by 
determining the optimal mass flow rate for the chilled water. This 
reduced the unnecessary use of cold water, thus conserving energy 
within the cooling system. This section outlines the two control algo-
rithms used for a comparison of the performance of the NAAM and AAM. 

The two control algorithms were divided into seven steps (Fig. 6). 
The details of each step are as follows:  

1. Step 1: Data for the nth time step were acquired from the sensors and 
cooling system. The variables were the IT load, inlet and outlet rack 
temperature, inlet and outlet chilled water temperature, chilled 
water mass flow rate, fan power, pump power, and chiller power. 
These data were transmitted and saved to a local server and the 
global layer.  

2. Step 2: Adaptation to the environment was implemented with the 
AAM but not with NAAM. AAM was retrained by the control algo-
rithm using real-time online training. During the real-time training, 
the weights and bias of AAM were continuously updated at each time 
step. The rack inlet temperature (Tpred,rack,in(n)) predicted at the n− 1st 
time step and the nth rack inlet temperature acquired at the nth time 
step (Track,in(n)) were compared. If the two values were identical, the 
algorithm proceeded to Step 3; if the two values differed, a dataset 
for retraining was created. The retraining dataset comprised PIT(n− 1), 
Track,out(n− 1), TCW,in(n− 1), and mCW(n− 1); it was used for prediction at the 
n-1st time step and Track,in(n) for the output data. This process updated 
the weights and bias of the AAM by learning that the predicted value 
for the current environment of the n-1st input data was Track,in(n) and 
not Tpred,rack,in(n).  

3. Step 3: An input dataset for predictions was created. PIT(n), Track,out(n), 
and TCW,in(n) were extracted from the data acquired in Step 1. For the 
extracted data, mCW(n) in the 500–40,000 kg/h (scale: 500 kg/h) 
range was appended to yield 79 data points.  

4. Step 4: By feeding input data into the NAAM or AAM, Tpred,rack,in(n+1)
values for each mCW(n) for the current environment were obtained.  

5. Step 5: The 79 predicted values were compared with the setpoint 
temperature (Tset) to determine the final Tpred,rack,in(n+1), for which the 
error between the two values was minimized.  

6. Step 6: The mCW(n) value to be used for the control was determined by 
extracting input mCW(n), which was appended to the input data used 
to predict the determined Tpred,rack,in(n) in Step 5. The determined 
mCW(n) was the optimal mass flow rate for the chilled water that 
satisfied Tset in the NAAM or AAM criteria.  

7. Step 7: Control was executed by transmitting commands to the 
physical model to operate the cooling system at the determined 
optimal chilled water mass flow rate. 

The performance of the two algorithms was evaluated by applying 
five cases to the base model to evaluate the prediction accuracy, 
adaptability, and control stability according to the application of NAAM 
and AAM. Each case represented an environmental change. The vari-
ables subject to change were the IT load, setpoint temperature, delta 
rack inlet temperature, and cooling system capacity. In the final case, all 
of the modified variables were collectively applied to the base model, 
simulating the application of the AAM to a new environment. Table 2 
summarizes the initial values for the base model and details for the five 
cases. 

In Cases 1 and 2, the IT load and setpoint temperature were changed, 
respectively. These represent situations in which the IT load changes 
over time and the setpoint temperature is adjusted in the base model. 
The IT load was increased from 60 kW to 70 kW in 5 kW increments, 
while the setpoint temperature was increased from 20 ◦C to 22 ◦C in 1 ◦C 
increments. 

Case 3 represents changes in the physical environment of a 
containment data center. In general, the air supply for the CRAH is 
introduced into the rack at a higher temperature due to heat exchange 
with the surrounding environment while entering the server. The 
important effect of the ambient environment on the rack inlet temper-
ature has been reported by Sun et al. [57]. In particular, the surrounding 
environment, including the air distribution system, size of the contain-
ment area, the IT load, and the location of the cooling system, affects the 
rack inlet temperature. Thus, the delta rack inlet temperature was 
adjusted in the base model by +1 ◦C, +2 ◦C, and +3 ◦C. Case 4 doubled 
the cooling capacity of the CRAH and the chiller in the base model. Even 
within the same data center, the load differs depending on the number of 
racks installed inside the containment system, and a cooling system with 
a different capacity can be applied for this purpose. 

In Case 5, the variables that were adjusted for Cases 1–4 were all 
included together to represent the use of the AAM in a new containment 
environment. The IT load was increased from 125 kW to 130 kW and the 
setpoint temperature was set at 22 ◦C, 21 ◦C, and 20 ◦C in order. The 

Table 2 
Simulation cases for evaluating the performance of the control algorithm.  

Case Variable Setting 

Base model IT load 60 kW 
Setpoint temperature 20 ◦C 
Rack inlet temperature +0 ◦C 
CRAH capacity 24 kW 
Chiller capacity 120 kW 

Case 1 IT load 60 kW, 65 kW, 70 kW 
Case 2 Setpoint temperature 20 ◦C, 21 ◦C, 22 ◦C 
Case 3 Delta rack inlet temperature +1 ◦C, +2 ◦C, +3 ◦C 
Case 4 CRAH capacity CRAH capacity: from 24 kW to 48 kW 

Chiller capacity Chiller capacity: from 120 kW 240 kW 
Case 5 IT load 120 kW, 125 kW, 130 kW 

Setpoint temperature 22 ◦C, 21 ◦C, 20 ◦C 
Delta rack inlet temperature +2 ◦C 
CRAH capacity 48 kW 
Chiller capacity 240 kW  
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delta rack inlet temperature was set at +2 ◦C, and the CRAH and chiller 
capacity had the same values as in Case 4. 

3. Results and discussion 

3.1. Training results for the optimized AAM 

The AAM was developed to predict the rack inlet temperature and 
the cooling system energy using the same input dataset. Fig. 7 presents 
the trend in the MSE across the training epochs for the prediction of 
these variables. The MSE for the temperature prediction version of the 
AAM using the training data converged to 1.8852e-5, while that using 
the validation data converged to 2.5772e-05. The MSE for the cooling 
system energy prediction version of the AAM using the training and 
validation data converged to 5.2385e-6 and 5.4657e-6, respectively. In 
both versions of the model, overfitting did not occur, and the learning 
was stable. 

The prediction accuracy of the AAM was evaluated using R2, the root 
mean square error (RMSE) and the coefficient of variation of the RMSE 
(CV(RMSE)) based on the actual and predicted values for the test data. 
R2 is calculated based on a scatter graph that indicates how linear the 
relationship between the actual and predicted values is. The closer R2 is 

to 1, the higher the correlation between the two values. RMSE is an 
index that takes the square root of MSE and converts the error index into 
units and scales similar to the actual values. The closer the RMSE is to 0, 
the higher the prediction accuracy of the model. CV(RMSE) is an index 
that calculates the coefficient of variation by dividing the RMSE by the 
average of the actual values and is expressed in % by reflecting the 
difference from the average value. The closer the CV(RMSE) is to 0%, the 
higher the accuracy, with ASHRAE Guideline 14 recommending a CV 
(RMSE) of <25% for building energy predictions [58]. The mathemat-
ical definition of each indicator is defined in Equations (16)–(18): 

R2 = 1 −

∑n

i=1
(y − ŷ)2

∑n

i=1
(y − y)2

(16)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(y − ŷ)2

n

√
√
√
√
√

(17)  

CV(RMSE)=
1
y

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(y − ŷ)2

n

√
√
√
√
√

× 100 (18)  

where y is the actual value, ̂y is the value predicted by the model, y is the 
average of the actual values, and n is the number of data points. 

Table 3 summarizes the structure and prediction accuracy of the two 
versions of the AAM following Bayesian optimization. The AAM for the 
prediction of the rack inlet temperature had two hidden layers and 31 
neurons in each layer, which led to a high prediction accuracy of R2 =

0.9988, RMSE = 0.0598 ◦C, and CV(RMSE) = 0.27%, which was close to 
0%. The AAM for the prediction of the cooling system energy had two 
hidden layers, one with 21 neurons and the other with 13. The R2, 
RMSE, and CV(RMSE) were 0.9999, 0.0237 ◦C, and 0.14%, respectively, 
representing high prediction accuracy. 

Fig. 8 presents the predicted values for the test data from the two 

Fig. 7. Training stability of the AAM for temperature and cooling system energy predictions.  

Table 3 
Structure and accuracy of the optimized AAM.  

Parameters Temperature 
prediction 

Cooling system energy 
prediction 

Optimization Method Bayesian 
Optimization 

Bayesian Optimization 

Structure and number of 
neurons 

Input layer (4) Input layer (4) 
Hidden layer 1 (31) Hidden layer 1 (21) 
Hidden layer 2 (31) Hidden layer 2 (13) 
Output layer (1) Output layer (1) 

Performances R2 = 0.9988 R2 = 0.9999 
RMSE = 0.0598 ◦C RMSE = 0.0237 ◦C 
CV(RMSE) = 0.27% CV(RMSE) = 0.14%  

Fig. 8. R2 for the AAM predictions.  
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versions of the AAM compared with the actual data. The data distribu-
tion was close to the y = x function, which means that the prediction 
was stable without any significant outliers. Overall, both versions of the 
AAM had a high prediction accuracy and produced stable predictions. 

3.2. Performance evaluation of the optimal control algorithm 

To test the performance of the optimal control algorithm using the 
AAM, the prediction of the inlet rack temperature and the cooling sys-
tem energy was conducted using both an NAAM without a real-time 
training function and the AAM, which allows for real-time training. 
The prediction accuracy, adaptability, and control stability of the al-
gorithms for these models in response to changes in the operating 
environment, physical environment, and system capacity of a 
containment-type data center were tested using simulations of five cases 
as previously described in Table 2. 

The prediction accuracy of the NAAM and AAM was evaluated using 
RMSE and CV(RMSE), which were calculated as Tpred,rack,in(n) and 
Track,in(n). The control stability was evaluated using the mean absolute 

error (MAE) and the maximum error for Track,in(n) and Tset(n) at the nth 
time step. The MAE is defined in Equation (19): 

MAE=
1
n

∑n

i=1

⃒
⃒Tset(n) − Track,in(n)

⃒
⃒ (19)  

3.2.1. Prediction accuracy of the NAAM and AAM 
The inlet rack temperature and the cooling system energy were 

predicted at every time step; the resulting prediction accuracy for the 
NAAM and AAM for each case is presented in Fig. 9. In terms of the 
accuracy of the inlet rack temperature prediction for the NAAM, Case 2 
had the lowest RMSE (0.25 ◦C) and CV(RMSE) (1.21%), while Case 4 
had the weakest predictive performance, with an RMSE of 3.01 ◦C and a 
CV(RMSE) of 15.41%. In Cases 1 and 2, the operating environment was 
modified by adjusting the IT load and setpoint temperature, respec-
tively. In contrast, Cases 3 and 4 introduced a change to the physical 
environment, and the prediction accuracy was relatively low compared 
to Cases 1 and 2. The RMSE was more than 1 ◦C, which means that the 
average error was high or that a particularly large error occurred at 
some point in the simulation. In particular, the CV(RMSE) of Cases 3 and 

Fig. 9. Prediction accuracy of the NAAM and AAM: (a) inlet rack temperature, and (b) cooling system energy.  
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4 was 9.41% and 15.41%, respectively, thus there was a significant 
difference between the average of the predicted value and the actual 
value. 

The prediction accuracy for the cooling system energy using the 
NAAM was similar to that for the rack inlet temperature. The RMSE and 
CV(RMSE) for Cases 1 (0.49 kW and 2.36%, respectively) and 2 (0.21 
kW and 1.44%, respectively) represented satisfactory prediction accu-
racy. The RMSE for Case 3 was 0.97 kW and the CV(RMSE) was 6.90%, 

which was relatively high, while for Case 4, the RMSE was 8.04 kW and 
the CV(RMSE) was 25.73%, indicating a significant error in the pre-
diction accuracy. 

Overall, the AAM exhibited a stronger prediction accuracy than did 
the NAAM for both the rack inlet temperature and the cooling system 
energy. For Cases 1 to 4, in which a single variable was changed, the 
highest temperature prediction accuracy was for Case 3, with an RMSE 
of 0.20 ◦C and a CV(RMSE) of 0.93%. Case 5, which included changes to 
all environmental variables, had an RMSE of 0.22 ◦C and a CV(RMSE) of 
1.03%. This high prediction accuracy indicates that the prediction per-
formance of AAM was improved by the real-time training process. 

The version of the AAM for cooling system energy produced more 
accurate predictions than did that for the rack inlet temperature. For 
Cases 1 to 4, Case 3 had the highest RMSE and CV(RMSE) at 0.07 kW and 
0.54%, respectively, thus representing the lowest predictive perfor-
mance, but the error was still considered low. Case 5 also had a high 
prediction accuracy, with an RMSE of 0.19 kW and a CV(RMSE) of 
0.76%. 

Overall, the prediction performance for the rack inlet temperature 
and the cooling system energy improved by 79% and 89%, respectively, 
with the addition of real-time training to the base model. This means 
that AAM was able to adapt to changes in the operating environment, 
physical environment, and the capacity of the cooling system using real- 

Table 4 
Control performance of NAAM and AAM.  

Case Model Control performance Cooling system energy 

MAE Max. error Average 

[◦C] [◦C] [kW] 

Case 1 NAAM 0.72 2.84 15.13 
AAM 0.04 0.17 13.70 

Case 2 NAAM 0.56 2.70 14.50 
AAM 0.05 1.02 13.89 

Case 3 NAAM 1.95 2.81 14.10 
AAM 0.09 1.28 12.57 

Case 4 NAAM 1.47 1.48 31.24 
AAM 0.02 0.30 27.15 

Case 5 AAM 0.08 1.17 25.42  

Fig. 10. Case 1 simulation results.  
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time training. Therefore, when an AAM is employed within the control 
algorithm, optimal control using accurate environmental predictions is 
possible. 

3.2.2. Adaptability and energy performance of the control algorithm 
The control algorithm is heavily reliant on the prediction accuracy of 

the AAM (or the NAAM) because it calculates the optimal mass flow rate 
of the chilled water based on these predictions. However, a high pre-
diction accuracy does not always guarantee control stability. For 
example, when the inlet rack temperature is predicted for all possible 
chilled water mass flow rates but does not converge to the setpoint 
temperature, the inlet rack temperature is controlled by the mass flow 
rate of the chilled water entered as the proximity value. If the control 
system uses the corresponding flow rate and the resulting rack inlet 
temperature is similar to the predicted nearest value, then the prediction 
accuracy will be high, but the control performance will be poor. 
Therefore, this section analyzes the rack inlet temperature, predicted 
rack inlet temperature, the error between the setpoint temperature and 
the rack inlet temperature, the cooling system energy, and the predicted 
cooling system energy to evaluate the adaptability and stability of the 
optimal control algorithm and calculate energy consumption based on 
the optimal control configuration. The MAE, maximum error, and 
average cooling system energy for the NAAM and AAM for each case are 

summarized in Table 4. 
In Case 1, in which the IT load was changed, the rack inlet temper-

ature and cooling system energy predicted by the NAAM and AAM were 
accurate. However, the MAE was 0.72 ◦C and the maximum error was 
2.84 ◦C, suggesting that, while the predictions were accurate, the control 
was not optimal. Fig. 10 shows that the error for the NAAM did not 
converge to 0, while the rack inlet temperature did not converge to the 
setpoint temperature. In particular, at an IT load of 65 kW (50–100 min), 
the maximum error occurred, and the control was very unstable. The 
predicted rack inlet temperature was similar to the actual rack inlet 
temperature, meaning that the temperature prediction was accurate; 
however, the optimal chilled water mass flow rate for convergence to 
the setpoint temperature could not be derived. The cooling system en-
ergy was also high during this period with unstable control. On the other 
hand, with the use of the AAM, the rack inlet temperature converged in a 
stable manner to the setpoint temperature, and the error also converged 
to 0 ◦C. The average cooling system energy consumption using the 
NAAM and AAM was 15.13 kW and 13.70 kW, respectively. The average 
energy consumption using the AAM was consequently 0.44% lower than 
that using the NAAM. 

Case 2 investigated the change in the setpoint temperature. As in 
Case 1, both the NAAM and AAM had a high prediction accuracy. 
However, the MAE for the NAAM was 0.56 ◦C and the maximum error 

Fig. 11. Case 2 simulation results.  
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was 2.70 ◦C, indicating unstable control. In contrast, the MAE of the 
AAM was 0.05 ◦C and the maximum error was 1.02 ◦C. Fig. 11 shows 
that temperature control using the NAAM failed during the period in 
which the setpoint temperature was 22 ◦C and 21 ◦C and fluctuated 
within the range of ±0.5 ◦C when it was 20 ◦C. This contrasts with the 
stable control observed with the use of the AAM due to its real-time 
training function. Temporary undershooting occurred when the set-
point temperature was changed, but the error converged to 0 within 10 
min because the mass flow rate of chilled water was stably supplied. 

The average cooling system energy using the NAAM was 14.50 kW 
and that using the AAM was 13.89 kW, a 4.21% reduction. Making an 
objective comparison is difficult due to the control failure of the NAAM 
control algorithm. However, when calculating the average energy con-
sumption for 100–150 min, compared to NAAM application case of 
14.25 kW, the control algorithm with AAM afforded a lower energy 
consumption of 13.36 kW and the area below the setpoint temperature 
was smaller. There is no guarantee that reducing the temperature fluc-
tuations and performing stable control through optimal control inevi-
tably saves energy. However, this result signifies that energy saving is 
possible when optimal control with AAM is applied. 

In Cases 1 and 2, even though only the operating environment was 
changed in the base model, the NAAM could not achieve stable control. 
This suggests that control may fail if the direction of the prediction does 

not match the direction of the system, even if the ANN is trained by 
extracting data from a single model and the trained ANN is applied to 
the same model. Because it is difficult to obtain data for all situations 
within the target system, real-time training and optimization of the 
applied system are required even for an optimized ANN. 

Case 3 represents a change in the physical environment within the 
containment data center. The prediction accuracy of the NAAM was low, 
while the AAM exhibited good prediction performance (Fig. 12). The 
MAE for the NAAM was 1.95 ◦C, errors occurred in all periods, and the 
maximum error was 2.81 ◦C. Errors close to the maximum error also 
continued to occur after 100 min. The rack inlet temperature did not 
converge to the setpoint temperature, with predicted values that devi-
ated greatly from the actual values. This is because the NAAM predicted 
that the rack inlet temperature for the input chilled water mass flow rate 
would be close to 21 ◦C during the control process, but in the physical 
model, the inlet rack temperature was higher. This indicates that errors 
are unavoidable if there is no retraining process in the cyber model. 
Therefore, even though the RMSE and CV(RMSE) were not very high, 
the control continued to fail, and the error increased as the delta rack 
inlet temperature increased. On the other hand, AAM converged to the 
setpoint temperature despite the change in the delta inlet temperature. 
During the initial 10–20 min, a transient response that included a 
maximum error of 1.28 ◦C was observed, but errors of less than 0.5 ◦C 

Fig. 12. Case 3 simulation results.  
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were recorded after this, and a low MAE of 0.09 ◦C was observed. The 
difference in chilled water mass flow rate between the two cases in-
dicates that the NAAM derived excessive flow rate which led to the 
overcooling. The average cooling system energy for the NAAM and AAM 
was 14.10 kW and 12.57 kW, respectively, representing a 12.17% 
decrease with the use of the AAM. 

In Case 4, the capacity of the cooling systems was changed. The 
prediction accuracy using the NAAM was very low, with an MAE of 
1.47 ◦C and a maximum error of 1.48 ◦C for the rack inlet temperature, 
indicating that a consistent error occurred over the entire operating 
period as well as the flow rate of chilled water which presented constant 
statement during the control (Fig. 13). The cooling system energy also 
had a constant error between the predicted and actual values. In 
contrast, the MAE for the rack inlet temperature was 0.02 ◦C and the 
maximum error was 0.30 ◦C when using the AAM, indicating that the 
system was able to adapt well to a change in the system capacity via 
optimal control. The average cooling system energy was 31.24 kW using 
the NAAM and 27.15 kW using AAM, a 15.06% difference. 

In Case 5, all of the variables that were changed individually in the 
previous four cases were changed in order to understand the perfor-
mance of the AAM in a completely new environment. As shown in 
Fig. 14, a transient response in the temperature occurred during the 
period in which the IT load and setpoint temperature were changed, but 

it converged to the setpoint temperature within 10 min. The mass flow 
rate graph shows how optimal control was implemented in response to 
partial load and setpoint temperature changes. Though the control was 
unstable during the first 10 min, most errors were generally within 
±0.5 ◦C. The maximum error (1.17 ◦C) occurred after 100 min when the 
IT load was changed to 130 kW and the setpoint temperature was 
changed to 20 ◦C. This represented a transient response that was 
resolved by convergence to the setpoint temperature after slight 
undershooting. The MAE was low at 0.08 ◦C even though many variables 
had been changed. The average cooling system energy was 25.42 kW. 

The simulation results showed that the adaptability and control 
stability of the optimal control algorithm when using the AAM were 
superior to those with the use of the NAAM. For both prediction models, 
larger errors occurred when the physical environment was changed 
compared with the operating environment; however, when the AAM 
was employed, the error gradually converged to 0 due to the real-time 
training and the cooling system energy was reduced. Moreover, for all 
time steps, the real-time training took less than a few seconds, which has 
little effect on the control delay. 

For a more objective comparison, the result was compared with that 
of the Adaptive Predictive Controller (APC) proposed by Martínez- 
García et al. [31]. The APC performance was evaluated for the setpoint 
temperature variation scenario, and the result was expressed using MSE 

Fig. 13. Case 4 simulation results.  
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Fig. 14. Case 5 simulation results.  
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within the best performance of 0.0814 ◦C. For the comparison, the MSE 
for Case 5 was calculated to be 0.05 ◦C. Although the experimental 
scenarios of the two studies were not completely identical and the 
fundamentals of the adaptive controller were different, the performance 
of the proposed AAM with optimal control algorithm was slightly better 
than that of APC, despite the application of more environmental 
changes. 

These results indicate that the environment can be optimally 
controlled by applying the AAM and optimal control algorithm to 
various sites based on proposed CPS framework without requiring a 
separate calibration process. Furthermore, the energy efficiency can be 
increased without changing the existing IT equipment and cooling sys-
tem by optimally employing the provided resources, and the application 
of individual CPS to the containment is expected lower the overall data 
center PUE. 

4. Conclusion 

Recently, the demand to reduce data center energy consumption has 
been increasing. New data centers incorporating the latest technology 
can achieve low PUE, but to improve the energy efficiency of an existing 
data center, an energy saving method that is simple to apply and utilizes 
the given resources as efficiently as possible is required. To solve these 
problems, this study presented a CPS framework for conserving energy 
in a data center cooling system and developed an AAM and optimal 
control algorithm, which are essential components of the framework. 

A mathematical model was developed based on the target data center 
for data acquisition and performance evaluation of the prediction model 
and optimal control algorithm. Two predictive models were developed 
by ANN that predicted the cold aisle temperature and cooling system 
energy. Bayesian optimization was employed during the training process 
to optimize the number of hidden layers and neurons. AAM was 
employed as the predictive model and used with the optimal control 
algorithm. The optimal control algorithm was developed to perform 
real-time AAM training and determine the optimal flow rate of chilled 
water. The real-time training updates the weights and bias of the AAM at 
each time step, and optimal control variable is derived based on the 
minimum error between the predicted cold aisle temperature and set-
point temperature. For the prediction and control performance evalua-
tion of the optimal control algorithm with AAM, simulations were 
performed for five cases and compared with the control algorithm with 
NAAM. Each case represents changes in the operating environment and 
cooling system. The main conclusions are as follows:  

1. A CPS framework comprising AAM, and optimal control algorithm 
was proposed. The CPS was designed to be easily applied to the 
various conditions of containment-type data centers; it improved the 
energy efficiency by optimally utilizing the given resources at the 
containment level.  

2. For the cold aisle temperature predictive model, the structure was 
optimized as two hidden layers with 31 neurons each and the CV 
(RMSE) was calculated as 0.27%. The cooling system energy pre-
dictive model afforded CV(RMSE) of 0.14%, and the structure was 
determined as two hidden layers comprising 21 and 13 neurons. Both 
models afforded high prediction accuracies and involved to the 
optimal control algorithm as AAM.  

3. The performance evaluation results showed that the RMSE and CV 
(RMSE) of the optimal control algorithm with AAM were superior to 
those of the control algorithm with NAAM; additionally, the MAE 
and maximum error were also lower for the optimal control algo-
rithm AAM than that for the control algorithm with NAAM, con-
firming the control stability of the algorithm. Furthermore, the 
cooling system energy consumption was reduced due to the more 
stable control using AAM. Especially, despite the simultaneous 
application of all the environmental changes (Case 5), the optimal 
control algorithm with AAM presented high prediction accuracy and 

control performance due to the adaptation to the new environment. 
The RMSE and CV(RMSE) for the temperature prediction were 
0.22 ◦C and 1.02%, respectively, while that for the cooling system 
energy was 0.19 kW and 0.76%, respectively. For the control sta-
bility, MAE was calculated as 0.08 ◦C, while the maximum error was 
1.17 ◦C. 

The analyzed results revealed that, when an ANN model capable of 
real-time training is applied to a CPS, it is possible to rapidly adapt to the 
environmental changes in a stable manner. Moreover, more energy can 
be saved with more stable control. Therefore, if the proposed CPS 
framework comprising the AAM and optimal control algorithm is 
employed to the existing containment-type data centers, energy con-
sumption can be reduced without changing the IT equipment and 
cooling system. Furthermore, the application of the CPS framework to 
individual containments can improve the PUE of the entire data center. 

In future research, the application of a CPS to an actual containment 
data center is required, and technical issues such as data communication 
and time delays that occur in the process of employing an AAM and an 
optimal control algorithm need to be solved. Furthermore, if the AAM 
and optimal control algorithm are improved using continuous field data 
feedback and their scalability is improved, they could be extended to 
data centers with other heat sources, and they can be used to assist 
managers in decision-making through accurate environmental 
predictions. 
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